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INTRODVCTION

AUTONOMY 1S THE ASPIRATION THAT MACHINES THINk AND ACT
INDEPENDENTL"!, MAKKINA OECISIONS IN TFHE PLACE OF HUMANS.

WE ARE ALREADY SEEING DRONES ANY SELF-DRIVINa (ARS
ACHIEVINA SOME OF THESE AODALS.

AUTONOMOUS SMSTEMS AN EXTEND HUMAN CAPABILITIES USINA
ARTIFICIRL INTELLIAENCE. THEY ARE SUBJECT TO THE SAME HMPE
AND FEAR ASSOCLIATED WITH Al- SO THE PROSPECT OF ROUTINELY

ENCOUNTERING SUCH MACHINES IN  DAILY LIFE |S AT ONCE

FASCINATING AND TERRIFVING.

WHAT FEATURES AND VSEL DO THEY HAVE ? HOW D0 WE
KNOW THEY ARE SAFE AND TRUSTWORTHY ? ARE WE READY
AND DPREPARED FOR  LARGKE -SCALE AdDPTION?

THIS BDOK  EXPLORES THE CONCEPT OF AUVUTONOMY, HOW IT
AN POSITIVELY IMPACT HUMAN  LIVES, HOW IT CAN BE

INTRODVCED WITH THE RIGHT PROCESSES & SUPPORT SYSTEMS.
WE ALSD EXAMINE ITS LIMITATIONS % ASSOCIATED ETHICAL 1SSUES.

AN ILLUSTRATED AVIDE To0 ARTIE(CIAL INTELLIAENCE N THIS
SERIEL 1S A RECOMMENDED PpRE-READ.
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WHAT IS AVTONOMY ?

AVTONOMY

AVTONOMY (S REARRDED AS A STATE OF BJEINA ABLE 1710 exl.s‘r/ ACT
INDEPENTLY, SELF-DIRECT AND  SELF-AOVERN

uning (uenced 63
Lime peviod or (ocation?

independent  of Unaffected by

aw/[ social norms? peevs or trends?

T™MIS 1S AN AMBlavoye DEFINITION WHETHER APPLIED TO HUMANS

OR T0 THE MACHINES WE BUILD.

a[goﬂfﬂ'\ms s
da ba

Bias [Ethics 2

AN  AUTONOMOUS SYSTEM  CAN MAKE DECIS/IONS AND  OPTIMISATIONS
IN A& CHANAINAG ENVIRONMENT WITHOUT (MUCH) HUMAN INSTRUCTION



SOME TERMS

LET v$ START BY EXPLDRINA A FEW BASIC TERMS. AVTOMATION,
ROBOTS AND 'DEGREES DF AUTONODMVY.



AVTOMATION

AVTOMATION

MECHANISINA A TASk sop A HUMAN HAS VERY LITTLE T0 DO

THIS MECHANISATION COuULD BE THROVAH HARDWARE OR JSOFTWARE.

Predictable
vesul b

Repeatable ctb
o.f achHons

THE AVUTOMATION PARADOX IS THAT MORE AUTOMATION

CAN LEAD TO NEW, UNFDKESEEN ERRDRS

@ MAKES  HUMAN INPUT EVEN MORE CRITICAL TO THE
NON - AUTOMATED ASPECTS oF A TASK




AVTOMATION Vs AUTONDMY
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ROBDTS

ROBOT

A PROARAMMABLE PHMSICA(L DEVICE THAT CcAN 0 A SET OF TASKS

REPETITIVE DIFFICULT COANITIVE

ROBOTE ARE NOT INTENDED TO REPLACE HUMANS ENTIRELY
ROBOTS ARE NOW ABLE TO ASSIST IN WELL-DEFINED TASkS AND
IN TASkS THAT ARE MORE (OMPLEX AND NEED (OANITIVE SKkILLS

A JERFECT ROBOT MAY EXIST oONLY AS A FICTIONAL WORK

LEONARDO DA VINC!'S BICENTENNIAL MAN EMOTION READINA
HUMANOID 1400¢ FILM  1990s ROBOT - 2014

ELMER

THE FIRST AUTONOMOUS ROBOTS WERE E(MER AND ELSIE, CREATED
IN THE 1940s. THEY RESPONDED TO (4HT AND TOUCH AND (OULD
TAKE THEMSELVES T0 RECHARGE.



EGREES’' OF AavTONOMY

IT STANDS, AUTONOMY 1S NOT VET A BINARY CONCEPT. THERE ARE

‘D
AS
VARVING 'DEGREES’ pr  AVTONOMV.

MANVAL C¢ONTRDL [TELE OPERATION

THE MACHINE EXERCISES

NO INDEPENDENCE

@ IT 18 FULLY OPERATED AND

CONTROLLED BY A HUMAN

SHARED AUTONOMY

=l

THE MACHINE WORKS CLOSELY wWITH THE

OPERATOR TAKINA ON PART 0OF THE TASK

) THE OpPeRATOR STAMS ENARAED

PERSISTENT AVTONDMY

THE MACHINE
[ may Cake over @l and may male
| OFERATES wheh the machine a bdod decg’,.cion
ADAPTS cannol decrde.-;dif I Na.(hf‘cr!jﬂjtd
SELF-HEALS

IN AN UNPREDICTARLE SETTINA
TO COMPLETE A TASk SET 8Y

AN 9DPERATOR

FOR.  SELF- DRIVING CARS, THE SOCIETY OF AUTOMOTIVE ENGINEERS
MAVE DEFINED SIX LEVELS OF AUTONOMY. sac.ov9/blog [sae-jsole-update



A CCOSER CDOOK

IN  THIS  SECTION, wE DESCRIBE AUTONOMOUS  SUSTEMS FEATURES
AND APPLICATIONS, AND WHY CONDITIONS ARE RIGHT FOR

RESEARCH % DEVELOPMENT OF AVTONOMOUS SYSTEMS



AUTONDOMOUS SHSTEMS

ROBOTS AND AUTONOMOUS SYSTEMS ARE THE ARMS, LEAS AND SENSORS

INTERNET oF THINAS.

oF BlA DATA WORKINA [N THE
- PROF DAVID (ANE

AVTONOMOVS SYSTEMS

hardware  Sofpfware
SENSE THE ENVIRONMENT ARTHER INFQ AROUT SURROUNDINAS
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THE RIAHT CONDITIONS

HARDWARE SOFTWARE

INCREASED €OMPUTE MACHINE LEARNING AND
AND STORAAE AVAILABLE DATA PROCESSINA CAPABILITIES
PRODUVCTIVITY RISk REDUCTION
/N
New /'
! (/ %;\)
Stuff \'?;Eue/
Aond \\‘,/
Time — _
INNOVATIVE AND COMPETITIVE DVULL, DIRTY OR DANAEROVS JOBS

WITH ALL THESE BENEFITS TO ENJOY, INTEREST AND INVESTMENT
IN RORDTS AND AVUTONOMOUS SYSTEMS APPEARS TO BE TAKING DFF.



FEATURES

MAKE DECIS/IONS

VSE DATA/INFORMATION
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INTERACT WITH SURROUNDINAS

ARE EMBOODIED IN ROBODTS AUTONOMOUS SYSTEMS

ACHMIEVE A SET OF GOALS
R IN A CHANAINGA ENVIRONMENT
AND WORK

FOR AN EXTENDED PERIOD

WITHOUT

HOMAN CONTROL OR INTERVENTION



EXAMP(ES

DELIVERY DRONES COMPANIDON ROBOTS

PR
\/

c-g. Wlng, Prime Air, ZtPZ.‘ne,. .o &-3- Pepp(,r, MDxic, Lovo(;, 81/01013,

UNDERWATER SURVEILLANCE PROSTHETIC ARM

e-9- Raydrive in Royal Navy Uk -9 Tovch 8ionvcs [0ssuY

DRIVERLESS CARS INSPECTION ARM

&’3- TCS[G, FOT’C{, WayMO, ?omd.ui, s e e 9 ocgobobfcg, Aym H"b/ .



ABILITIES

ARTHER DATA TRANSPORT

PROVIDE STATS ABOUT AN 0BJECT,  CONVEY 1TEMS OVER SHORT OR
REGION OR  PROCESS LONA  DISTANCES .

EXAMPLE EXAMPLE
MARINE CONSERVATION MRTERIALS IN A FACTORY FLOOR
MEDICINES TO A REMOTE AREA

MANIPULATE SORT AND STORE

WORK WITH PHYSICAL OBJECTS MANARAE INVENTORY - I1DENTIFY
AND TooLS AS A HUMAN MIAGHT PACK, TRACI. AND STORE ITEMS

EXAMPLE

EXAMPLE

MANUFACTURINAG MEDICAL SAMPLES
AND ASSEMBLY RETAIL & MANUFACTURING



AVTONDMY FOR SLAFETY

AUTONOMOUS  SYSTEMS  PROVIDE AN OPTION TO HELP WITH DECISION:
MAKINA AND TO KEEP HUMANS ODUT OF PHMSICAL Hazm/wauzy.

AN AUTONOMOUS SHSTEM CoULD BE DEPLOMED N PLACE OF A
MUMAN IN THE FDLLOWING  SCENARIDS

> CHEMICAL REACTORS
L ‘} T0 MONITOR CONDITIONS

EARTHRUAKE 20NES

- 70 LOOK FOR SURVIVDRS

RESCUE OPERATIONS

To DELWER AID

LIFE SAVING SURAGERYM

REMOTE SURGERY VSING HAPTIC TECHNOLOAY
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\/

SPACE PROBES

IN EKPLORATIONS OR ASTERDID JDEFLECTION




AVTONOMY IN WARFARE

MOST TECHNOLOAY 1S DUARL - UVSE -

VSED FOR C.W{HANICOMMERCIHL APPLICATIONS AND

 USE IN THE MILITARVY.

UNSUPRISINALY, AUTONOMOUS SYSTEMS  ARE VSED

DURING PEACETIME TO PREPARE FOR (ONFLILT AND

O dvrRINAG wAR

SOME  EXAMPLES ARE:

-

TRAINING FOR BATTLEFIELD EXPERIENCE
WITH VIRTVAL | AVGMENTED REALITY

INTELLIAENCE ANALYS!S
WITH INFORMATION/LANGVAGE PROCESSING

CONTROLLINA  SEMI- AUTONDMOUS WEAPONS AND
MISSILE GUIDANCE SYSTEMS

WITH COMPUTER VISION, QPSS

PSYCHOLOAICAL WARFARE
8Y EXPLOITING ECHO-CHAMRBERS, DEEPFAKES




BEHIND THE SCENES

TECH INNOVATIONS HAVE THEIR RESPECTIVE STRENATHS AND
LIMITATIONS. SOME CHALLENAES CAN RE MET WITH PROCESSES OR
INVENTIONS. §oME OTHERS MIAHT REMAIN UNSOLVED -



INTELLIAENCE

AUTONOMOUS SHSTEMS ARE  POoSSIBLE ONLY ODVE TO THE IMPROVEMENTS
IN ARTIFICIAL INTELLIGENCE.

AN INTELLIGENT AUTONOMOUS <SHSTEM CAN  ANALMSE A DEVELOPING
SITUATION AND ACT TOWARDS ACHIEVINA 1TS ADALS SAFELY.

EXAMPLES

® NEAR VISION CAMERA —’—N
RADARS & SENSORS ——

4ED LOCATION «~ —7

SEMI SVPERVISED
LEARNING

THE KkIND DOF
METHODS REQUIRED

REINFORCEMENT

LEARNINAG
DEPENDSL ON

APPROXIMATE
DYNAMIC PROGRAMMINA

LEGZESSION

Y,

THE PROBLEM
BEINA JSOLVED

DISASTER Z-ONES

HEALTH CARE

vTiL! Tl ES

| CONSTRUCTION




DATA % ITS SEQVEL

AVTONOMOVUS SYSTEMS CcOLLECT A HUAE AMOUNT DF DATA
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To MAKE
DECISIONS

CONSIDERATIONS

THE DATA €OLLECTED LIVES pUTSIDE THE SOVRCES ANS LIKELY
NOT WITH THE OWNER DF THE SOURCE ITSELF.
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ENGAINEERINA CHALLENGES

UNCERTAIN ENVIRODNMENTS SELF (EARNED WNEW BEHAVIOUR
ouTPUT
n et ' @ TAYANDYOV #*!@'4?"
socral media ? }

<L Qe Y N
HOwW TO0 ENSURE REASONABLE HOW T0 ENSURE BEHAVIOUR [§
AND SAFE BREHAVIOUR N NEW CONSISTENT TO ORIAINA(L SPECIFICATION
UNCERTAIN ENVIRDNMENTS ? AS NEW LEARNINAQ 0CCURS ?
INCOMP(LETE  SPECIFICATIONS ETHICAL REASONINAQ

[ &

HOW To ENSURE THAT RELEVANT HOW TO (copIFY ETHICAL REASONIN4
CONDITIONS ARE HANDLED AND FROM THE VIEW OF RIGHTS JUSTICE,
MOW ‘COMPLETENESS CAN IMPROVE?  cOMMODN 400D, CARE , VIRTUE ETC?

ScaLING B  ARCHITECTURE TRAINED % RUALIFIED PEDPLE

HOW TO ENSURE ARCHITECTURES MOW TD ENSURE THAT THERE
THAT C¢AN SCALE, VSE RESOURCES S A A0DD SUPPLM OF QUALIFIED

AND VERIFY COMPLEX SYSTEMS? PROFESSIDNALS FOR THE JDB?




ON TESTING

AVTOMATED SUSTEMS AVTONDMOUS SYSTEMS

® FIXED &LET OF RULES ® NON-DETERMINISTIC
MOSTCY REPEATABLE COMPLEX [EMERAENT

® FAIRLY DEFINED INPUT SPACE ® VAST INPUT $PACE

NEED DIFFERENT TESTINA METHODS

AVTONDMOUS SYSTEMS

Mikt  QPERATE
.MM CRITICAL A o ARl
DECISIONS SITUATIONS
SUALITY  TESTS _IMPORTANT
THEREFORE, ARE «
SAFETY  TESTS . MALLENAINA

BLACK BDX PROBLEM

THE AI/ML CODE POWERINA AUTONOMOUS DEVICES TEND TO BE VERY
HARD TO EXPLAIN. S0  VERIFICATION & VALIDATION PROCESSES NEED TD

MAKE THE ALAORITHM TRANSPARENT
TRACE THE DECISION MAKINA PROCESS
PROVE  RELIABILITY WHEN  UPARARDED

THIS wWILL 4D PART WAMY TO0 ANSWERING SOME OF THE CONCERNS
UNDER. PERFORMANCE AND PRDCESS IN PROVING TRVST WORTHINESS



AVTONOMY TESTINA TASk S

SAFETY AND RECLIARILITY EVIDENCE FOR CERTIFICATION

CERTIFICATE

KNOW THAT THE AOAL(S) ARE UNDERSTAND WHAT DECISION
MET AND IT 1S SAFE FOR ALL WAS MADE AND wWHVY
ETHICAL  BIAS TOOLS AND TECHNOCLDAY

WEALTH
RELIGION

LANAVAGE | .
Al TEST AUTOMATION TOOLS

Q1O

COLOUR

AENVDER

FIAVRE OUT WHAT SOCIAR(L OR JEVE(OP FIT-FOR-—- PURPOSE TeST
CULTURAL BIASES ARE EXHIBITED TOOLS AND CONTINVOUSLY EVALVATE



TESTINA METHODS

THERE ARE A FEW METHODS TO TEST AUTONOMOUS SYSTEMS.
Wt WILL LOoOk VERY BRIEFLY AT JUST THREE OF THOSE HERE.

SIMULATIONS . .

STAND IN PLACE OF THE
REAL [PHYSICAL WORLD

USE RBROTH HARDWARE
AND SOFTWARE

COANITIVE TESTS.

-
. : ﬁ Expecta tions: T
--K')N A ------ AN.D COMPARE Z--—--"
rios aw
SET OF Scena THE  OUTCOMES |
WE LL- DEFINE ] disruptions T Experience
’ Lonstraints E.'LP!J tise

E’d;icg /'novms \
T0 MAKE THE MPpLICIT RULES
"IN THE ALGORITUM TRANSPARENT

SHORT FleLD TesTS

INVOLVE
g RECORDING

& .. .

ALL SENSDRS

T0O MAKE THE

FEEDBACK [ REWARD
USING THE SYSTEM LOGAING ALL MECHANISM S
THE OPTIONS TRANSPARENT

IN A CONTROLLE)D
REAL JSETTINA

IT CeoNSIDERED & OPTIMISE OFtLINE



CHALLENAES IN TESTING

TRACKING DECISIONS

HOW TO TRACK AND UPDATE

DECISIONS AS THE SYSTEM

LEARNS OR  4ETS UPARADED?

SECURITY CHALLENAES

IN THE ABSENCE OF CONTINUOVS
SUPERVISION, HOW TO TEST FOR

SELF-DEFENCE AQAINST ATTRCKS?

UNCLEAR RERUVIREMENTS

O IMPLICIT [ UNSTATED

@ OPEN TO INTERPRETATION

@ CONTRADICTING GOALS

@ TENDINA TOWARDS A BIAS

MOW TO PROVE CORRECTNESS

GIVEN ANY 0OF THESE 1S TRUE?

TESTINQA VERIFICATION TooOLS

wWhat holds up
the earth?

A Hurtle

What holds up
the +M7+/C

HOW TO PROVE CORRECTNESS

OF THE VERIFICATION To0OLS?



ON STANDAR)S
REGUCATION AND LAW

REAULATIONS RELY ON SAFETY AND REUIABILITY STANDARDS. REAVLATED
PRODVCTS PERFORM  WELL-DEFINED DPERATIONS IN WELL- UNDERSTOOD

CIRCUMSTANCES - AUTONOMOUS SYSTEMS UPEND ALL  THESE NOTIONS.



ON STANDARDS

HOW STANDARD 1S VUSUALLY DEFINED

A PERFORMANCE JSTANDARD HAS THREE ASPECTS

FUNCTION TOLERANCE CONTERT

D

—\

/ \\
WHAT THE TECH HOW OFT&N/cwsELY ENVIRONMENTS IN
D0ES TO ACHIEVE IT MUST ACHIEVE WHICH THE TeCH
ITS QAOAL( ITS FUNCTION IS MEANT TD DPERATE

WHY THIS 1S A CHALLENAE WITH AUTONOMOUS SYSTEM

AUTONOMOUS SHSTEMS STUDY THE CONTEXT AND ADAPT THEMSELVES

To JDISPLAY BEHAVIOURS SUITABLE 70 THE ENVIRONMENT AND ARE NOT
LIMITED B8Y FUNCTION, TOLERANCE OR CONTEXT. THIS (ACk OF BOUNDARY
BECOMES PARTICULARLY  CONCERNIN4 IN -UFE~-AND-DEATH SITUATIONS.

FOR EXAMPLE .

SECF-DRIVING CARS ON ROADS WITH peoesmms/mwure
® AVTONDMOUS WEAPONS IMISSILES IN A CIVILIAN AREA



REGULATION

A RULE OR MECHANISM THAT
LIMITS, STEERS OR OTHERWISE

CONTROLS

REASONS TO REAULATE
%.
ok

CUSTOMERS

COMPETITION

TO PROTECT THE [INTERESTS

OF CUSTOMERS OF THE SERVICE

AND OF COMPETITORS AND

TO ESTABLISH ACCOUNTABILITY

DN REGULATION

CERTAIN BEHAVIOURS.

o

ENFORCEARLE BY (AW

‘ILla

LIMITED TO THE SCOPE OF

THOSE UNDER THE AUTHORITY
THAT REGQUCATES THEM.

CONSIDERRTIONS

ODRTECTIVES OF
THE SMSTEM

&)

STANDARDS 71D
EVALUATE PeERFORMANCE

POTENTIAL RISk POSED
" BY THE COMPANIES

COLLABDRATION WITH
THE PRIVATE <SECTOR



REGUCATORY

PROPRIETARY STRUCTURES

CHALCENAES

DIFFERENT  COUNTRIES

MHOW TO REAULATE INTERFACES Tp

AVTONOMQUS SYSTEMS LEAVINAQ

LOW-LEVEL STRUCTURES TOo STAY

PROPRIETARY 7

CONFLICTING POSITIONS

222Q 2

KIND OF PROEILING?

HOW CAN REQULATION dSTRIKE
A BALANCE BETWEEN HELPING
INNOVATION AND CURRINAG

MALICIOVS TeCHNOLOAY ?

HOW TD ENSURE AVTONOMOUS
SYSTEMS  COMPLY WITH ODIFFERING
OR CONTRADILTINA LAWS IN
EVERY COUNTRY |t ODPERATES ?

WHAT WE DON'T UNDERSTAN)D

HOW TO REGLUCLATE WHAT WE DO
NOT UNDERSTAND - A TECHNDLOAY
THAT 1S RELATIVELY NEW ?



HOW TO REAUVLATE

A PAPER PUBLISHED IN IEEE

lc‘qufafin.q Anfonpmovus
Syshems : Etjond Standavdg

DAVID DANKS

ALEX JOHN LONDON

(avnegie Mellon Univcv.cf/-y

PROPOSES TWOD  DPTIONS

© LIMITING THE SCOPE OF AUTONDMY

@ VSINGA A  MORE DYNAMIC METHOD
AS WITH PHARMALCEVUTICALS



LIMIT THE SCOPE

LIMITINA THE SCOPE OF AVTONOMY ENAB(CES THE UVSE OF
MORE CONVENTIONAL APPROACHES T0 REAVCATION

BY MAKINA HUMANS I1DENTIFY CONTEXT

b
¢

NOT IDEAL, BUT USED N SeM| AUTONOMOVS DRIVINAG

BY REAULARISING THE ENVIRONMENT

METHODS SUCH AS: @& LIMITED ACCeSS POINTS FOR AIR TRAFFIC

) ANIMA( FENCING ON HIGHWAYS

REDUCE NEED TO CLARIFM CONTEKXT

UNFORTUNATELY, THESE TWO APPROACHES STOP US ENJOYINA THE
PROMISED BENEFITS ©F AUTONDMY.



A MORE DYNAMIC METHOD -)

THE PHARMACEUTICA(L DRUG4 APPROVARL PROCESS IN STARES IS  ROVAHLY

FIRST- IN- HUMAN
STUDIES

THIS MODEL

CovulDd RE

ADAPTED TO

WIDELY

AVAILARLE
REAUVLATE :

RUTONOMOUS  SYHSTEMS.

IT REQVIRES

) CONTINVOVUSCY AATHERING DATA

. A REGUCATORY B0DY THAT EVALVATES IGENCHMRRKQ



A MORE DYNAMIC METHDD -2

wreN APPLIED TO AVTONOMOUS SYSTEMS THE STAAES MIAHT BE :

STAAE
TESTINA IN
NEW
SIMULATED
VARYINAG
ENVIRDNMENTS
SITUATIONS

LIMITED TARGETED @,

REAL - WORLD MONITORED
SETTING 8Y
TRAINED YSERS

REPEAT IN A ~;;:f:_:;;_;-_:.._;_

DIFFERENT
. SETTING

Suecess

RELAKING RELIES ON

RELTRICTIONS ON DETECTION
%

MARKET ACCESS RESPONSE

9 HOW 1S DATA
) HOW ARE DEeCISIONS MADE?
o HOW ARE wc.es[comrzmms

A0R( :TO FIND

vsep?

DBEVYED ?

BEHAVIOUR IN REA(L SETTING

EAN CONTEXT RECOANITION N
HARDWARE [ LOFTWARE IMPROVE 2

® WHAT MALES IT NEW?
{8 HOW TOo MONITOR 1T 2

© SOLVTIONS, IMPROVEMENTS
© JEAREES OF AUTONOMY

LONG TERM RELIABILITY
PATTERNS

® aNnv



ON (AW

WHY CARE ABOUT (AW 7 CONSIDERATIONS

A
ey
4
Y
£

@ )X ITS USE ETHICAL ?

AUTONOMOUS SYSTEMS IMPACT
O RISKS & OPPORTUNITIES

RIGHTS & JduTIES

@ SAFETY & ACCOUNTABILITY
® IS ITS UVSE MORAL 2

OF INDIWIDVALS & ORGANISATIONS WILL EXISTING CLAWS SUFFICE ?

® |IF NOT, WHAT T0 »DO?

COMMERCIAL USE MILITARY USE

INTERNATIONAL
MUMANITARIAN LAW

® MoSTLY DOMESLTIC LAWS APPLY ® IMPDSES LIMITS ON JSUFFERING
FOR  CWILIAN VSE  PRODUCTS CAVSED 8Y ARMED CONFLICT
INTERNATIONAL (AW RELEVANT ® NO BAN MET ON AUTONOMDUS
ON(LY FOR CONSISTENCY | WEAPONS OR  KILLER RDBOTS
SELE- REGULATION ? IN BALANCE...
WILL NOT SVFFICE - QAIVEN IF THE (AW 1§ ToD SPECIFIC
PRIVATE COMPANIES HMANDLING OF — > GETS OUTDATED RQUICKLY

® FAKE NEWS

MANIPULATIVE ALADRITHMS
@ B/ASED/ABUSIVE  CONTENT

IF THE (AW 1§ T00 A4ENERAL

— INSVFFICIENT AQUVIDANCE



WHO DO WE TRUST?

LIFE ALTERINA DECISIONS ARE TO RE MADE &Y INDEPENDENTLY

T
DPERATINA MACHINES. wHO DECIDES THAT THELE DECISIDNS ARE
( ] ¢ [

RIAHT OR MORA(L 2 HOW CAN THE PUBRLIC TRUST MACHINES?



ON TRyYST -1

WHAT (S TRUST ?

@ A BELIEF

AN EXPECTATION
AN EMOTIONAL STATE

OF THE MIND

/ 400D
HONEST

s PREDICTABLE

_ CREDIBLE
® AN INTERPERSONAL O\ REUABLE
FEELING SECURE

TRUST 1S USVALLY BETWEEN PEOPLE. WHAT HAPPENS WHEN
WE NEED T0D TRVST A MACHINE? WHAT RECATIONSHIP WORKS ?

WILL YOU REPLACE ME? WILL 40U BETRAY ME

OR. PEQPLE CIKE MET

WIiLL MoU PEEk INTO

MY  PRIVATE INFORMATION? WitlL WE HAVE

TO COMPRDMISE ?

BASED ON WHAT WE HAVE SEEN OF AVTOMATION OVER THE YEARS

AND MORE RECENTLY WITH ARTIFICIAL INTELLIAENCE, WE ENOW
TRUST IS NOT ERSILY EARNED.



ON TRUST - 2

HOW THEN CAN TECHNOLOAKY EARN THE TRUST OF THE PysLIC?
ACCORDING TD JACK STILAKOE (UcL) & 4LOPAL RAMCHURN (um:),oue WAY
IS TO THINK ABROUT TECHNOLOAY IN THESE TERMS:

PEOPLE

WHO OwWNS IT AND WHO BENEFITS ?
WHOSE INTERESTS ARE PROTECTED?
WHO 1S LIARLE WHEN THINAS G40 WRON4?

WHAT VARCUE  DDES IT PROVIDE ?
WHAT HUMAN YVALVES ODRIVE IT?
WHAT ARE 1T¢ BOUNDARIES AND ‘RISKS?

PURPOSE

WHY DOES IT EXIST ¢

WHAT PURPOSE DDES [T SERVE ?

PROCESS

WHAT PROCESS sAFEaunzbslkeauwTes IT?

WHICH [INSTITUTIONS ARE INVOLVED?
MHOW ARE THELE [COMMUNICATED ?




WHO DO WE BLAME ?

MADELE(NE CLARE ELISH, RESEARCH SCIENTIST, DESCRIBES THE ODISPARITY
BETWEEN THOSE WITH CONTROL AND THOSE WITH  RECPONSIBILITY.

THE TECH & PROCESSES SEEM TO QET AWAY...



HUMAN IN THE (O0OP

SELF-DRIVING CAR kILLS PEDESTRIAN
ARI2ONA
MAR €, 20!

DURINA A TELT- DRIVE, AN UBER SELF- DRIVINGA CAR COLLIDED AND
KILLED A CHYCLIST ON FOOT. THE CAR WAS UNABCE TO CORRECTLY

IDENTIFY THE WALKING CYCLIST AS A PERSON.

THE BACk vP
SAFETY DRIVER

WAS CtHARGED wiITH

MANSLAVAHTER UBER  WAS HILEARER
OF  WRONG - DOING.

HAVINA A 'HUMAN N THE (00P° WAS A WAMY TO ENSURE SAFETY,

BUT THE EASIEST ONE TO BLAME.



MORAL CRUMPLE 20NE

WHO IS ACCOUNTABLE WHEN THINGS 40 WRON4A WITH TECHNOLDAY?

CORPORATE AND LEAAL LINBILITY|RESPONSIBILITY MAVE NOT MET CAVAHT
UP To THE ADVANCES IN TECHNOLDAY.

MORAL CRUMPLE 20NE IS A PHRASE USED IN THIS CONTEXT

SITUATION OF

ASSIANING T0
THE

NEAREST HUMAN OPERATOR FOR

UNACCOUNTED RESPONSIBILITIES

UNFORTUNATELY, SOMETIMES IT HAPPENS THAT TECHUNOLDAY IS VIEWED
AC FAULTLESS TO THE DETRIMENT OF THE ESCENTIAL WORKERS pf
TECHNOCLOAY WHO HELP INTEARATE IT INTD DUR L)VES.

THIS  REMAINS AN  O0PEN PROBLEM WITH AUTONOMOUSL SVSTEMS T00.



D0 WE CARE?

CYBERPHMSICAL DEVICES (DEVICES WITH :NTELUAENCE) ARE LIKELY
T0 BE EVERYWHERE. HOW D0 WE PREPARE (QURSELVES TD
ACCOMODATE THEM IN DAILM LIFE? HOW D0 WE FIND OUT?




ON ETHICS [ DANGERS

VOB S LIVES
UPSKILLING .
vE ND
FE?
NEW JDBRS DIFFGRENT $Ave LIFG:
CREATED DEMAN DS

09e%%

AVTOMATION CREATES JDBS THAT WE ARG MORE TOLERANT OF A
PREVIOUSLY DIDN'T EXIST. BUT HUMAN'S ERROR THAN OF MACHINES

HOW TO JULTIFY BUILDING HOW TD RECONCILE WITH AN

TECHNOLOAY THAT MAKES ALAGDRITHM THAT DECIDES WHD
PEOPLE LOSE THEIR LIVELIHOOD?  SVRVIVES  AND WHD DOES NOT?

DATA RESPONSIBILITY

" »
DATENSPARSAMKE T

3

To0 mvcH JATA?

\

1S THERE CONSENT? \

d ) / 1\

% |

DEVICES POSSESS SO MUCH OF WHEN STATES VSE AvTONDOMOUS
PERSONAR( DATA, LEAVINGQ V¢ WERPDNS  ARAINST CIVILIANS, WHO

WITH SECURITY RISKS @p WHICH CHARAES THEM WITH CRIMINAL

WE MIAHT NOT EVEN BE AWARE) INTENT!?



LIVlNﬁ WITH Al

PeOplc-rAl(eueszuez@ 1€ IT AVTONOMOVS ?

cocxt.c L-mg

- wcth:ocmt
and culfural

imp lica Erong ...

1S A DEVICE SMART?
AENEVIEVE BELL
IS IT AUTONOMOUS ?

PROF BELL POSES & GQUESTIONS
T0O ASk, WHOSE ANSWERS MAY
PREPARE US BETTER FOR THE FUTURE

HOW CAN WE TeLL?

DOES IT HAVE AAENCY? CAN WE HARVE THE ASLSURANCE?

Ej TRUST LIABILITY
LOW e PRIVACY ETHICS

ARE THERE (IMITS[CONTROLS

FOR ITS FUNCTIONS ? WHRT 1S TOLERABLE !

WHO DECIDES ? WHOLE SAFETV?

WHO EXERCISES? WHO DECIDES?
HOW T0 MEASURE SUCCESS ? CAN IT INTERACT HMUMAN- LIKE?

ﬁ05 IN | /P
| ‘ @ FINGERPRINT

. PASSWORD

2
IS IT LIVES  SAVED[LOST: WHAT MEANS OF INTERACTION FIT?
WHAT  ARE OTHER [INDICATORS?  frpr oNE ? FOR MANY?



A BRIEF OUTLOOK

PROE  DAVID (ANE |MAGINES A FUTURE WHERE AVTONDMOUS
SMYSTEMS CAN BE THOUAHT OF LIKE A PHONE WITH MANV
APPS: ONE 'ROROT' WITH MANY SkILLS.

AUTONOMY 0oF MACHINES 1S HERE T0 STAV.

HOWEVER, AUTONOMD US SUSTEMS HAVE MANY LIMITATIONS.

THEY ARE CONSTRAINED BY THE TECHNOLOAY AVAILABLE TO BVILD
DR BETTER THEM. THEY HAVE LIMITED FUNCTIONALITY.

THEY FAIL AT THE HANDOVER POINTS BETWEEN MACHINE AND

HUMAN. THEY HAVE NO MORALS OR ETHICS OF THEIR OWN.

afgoﬂ: thms V
daba

i,
—_—
£,

)

THEI A DECISIDN MAkING IS BIASED &Y THE HUMANS THAT

CODED [TRAINED THEM.

PERHMAPS  THEM CAN NEVER BE TRULY AVUTONOMOUVS, AS THEY

WILL NEVER OPERATE INDEPENDENTLY OF HUMANS.



MORE TO EXPLORE

THERE ARE MANY TOPICS THAT THIS AUVIDE DDES NOT  COVER.

HERE IS A SMALL LIST OF INTERESTINA RESEARCH TO FURTHER
PIGVE INTEREST.

§ MACHINE TEACH\WA
MUMAN EXPERTISE GIVEN TO MACHINES

0 REINFORCEMENT LEARNINAG
JOHN  (ANAFORD'S RESEARCH  (INTERACTIVE LEARNINA)

® LOW-CODE DEVELOPMENT OF AUTONOMOUS SYSTEMS
PROTECT ABONSA|

) SIX LEVELS OF AVTONOMY IN SE(LF-DRI\WINA CARS
DEFINED BY THE SOCIETY OF AVTOMOTIVE ENGINEERS

£ VALIDATION OF AUTONOMOVS SMSTEMS

TECHNIGVES % ToOLS

' OTHER APPLICATIONS FOR AUTONOMOUS SYSTEMS
-9 SPACE EXPLORATION
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